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Abstract—In today’s data driven economy, retail businesses rely on information systems that monitor and process their daily transactions. These huge amount of data being processed on a day-to-day basis can be utilized to forecast sales for inventory management, and decision-making. In this paper the AdaBoost algorithm is used in classification and prediction of data. While it is known to be capable of processing both variable and numerical values, it is quite certain that processing data, represented as facts, is faster in digital form. This allows the algorithm to process the conditions digitally. The original raw facts presented in this study are in variable forms. To better improve performance, the first part of the algorithm converts the facts and represent them in numerical, computable values. This allows the rest of the algorithm to process the entire set of data numerically, and evidently faster, resulting to a better performance of the algorithm. The use of this innovative technique improves the performance of the extraction methods used in data mining which is very important for business support and decision making. The future of this research can explore the development of a Decision Support System (DSS) for the purpose of predictive analysis and support of business decisions.

Index Terms—AdaBoost, classification, prediction, data mining.

I. INTRODUCTION

Most of the retail businesses plan to attract the customers to the store and make profit to the maximum extent by them. Once the customers enter the stores they are attracted then definitely they shop more by the special offers and obtain the desired items which are available in the favorable cost and satisfy them. If the products as per the needs of the customers then it can make maximum profit the retailers can also make the changes in the operations, objectives of the store that cause loss and efficient methods can be applied to gain more profit by observing the history of the different transactions done in finding the data as it will be useful for future use. This data collection can be used by them to predict the customer behavior and their interests [4].

The future and emerging trends in managing information systems is very important in today’s digital economy. Data mining techniques are best suited for the classification, useful patterns extraction and predications which are very important for business support and decision making. Historical inventory data can indicate market trends and can be used in forecasting which has great potential in decision-making and strategic planning [5].

AdaBoost is a proven powerful algorithm for classification that is widely used in various fields such as biology, computer vision, and speech processing. Unlike other powerful classifiers, such as SVM, AdaBoost can achieve similar classification results with much less modification of parameters or settings [6].

In other studies, the AdaBoost algorithm is integrated in various kinds of weak classifiers to enable learning to get a strong classifier. It takes advantage of different kinds of classifications and makes sure the result to a maximum level of accuracy. AdaBoost integrated several classification

II. RELATED WORKS

Researchers in the field of data mining always try to find innovative techniques so as to improve the performance of the extraction methods used in data mining as they usually use history of the different transactions done in finding the data as it will be useful for future use. This data collection can be used by them to predict the customer behavior and their interests [4].

The advances for producing and collecting data have been advancing rapidly. At the current stage, lack of data is no longer a problem; rather the inability to generate useful information from data is. The explosive growth in data and database brings about the need to develop new technologies and tools to process data into useful information and knowledge intelligently and automatically. Data mining, therefore, has become a research area with increasing importance [2]. It is the process of extracting information from large data sets through the use of algorithms and techniques drawn from the field of Statistics, Machine Learning and Data Base Management Systems [3].

AdaBoost is a proven powerful algorithm for classification that is widely used in various fields such as biology, computer vision, and speech processing. Unlike other powerful classifiers, such as SVM, AdaBoost can achieve similar classification results with much less modification of parameters or settings [6].

In other studies, the AdaBoost algorithm is integrated in various kinds of weak classifiers to enable learning to get a strong classifier. It takes advantage of different kinds of classifications and makes sure the result to a maximum level of accuracy. AdaBoost integrated several classification
methods is used to classify the samples and get a stable classification rule. An empirical study of classifying retail outlets of a tobacco market in a city in China is done in order to prove the method is feasible [7].

Other applications of AdaBoost is in vehicle detection. The results of the experiment demonstrate that the rapid incremental learning algorithm of AdaBoost is designed to significantly improve the performance of the algorithm, and it also yield better or competitive vehicle classification truths compared with several state-of-the-art methods, presenting their possible actual applications [8].

With the huge amount of data that are available in businesses, this can be statistically analyzed to conduct predictive analytics. While artificial intelligence can help computer systems learn on their own through machine learning, and identify potential customers, track leads and thereby come up with the most precise prediction about their future course of action [9]. Predictive Analytics can provide the framework within which intelligent decision making could be made possible with higher business efficiencies.

III. CLASSIFICATION AND PREDICTION

The predictive techniques used in data mining can be divided into two major operations: classification (or discrimination) and prediction (or regression). The aim of these two operations is to estimate the value of a variable (called the ‘dependent’, ‘target’, ‘response’, ‘explained’ or ‘endogenous’ variable) relating to an individual or an object as a function of the value of a certain number of other variables relating to the same individual, identified as the ‘independent’ variables (also called the ‘explanatory’, ‘control’ or ‘exogenous’ variables) [10].

Classification is a technique that uses data to generate a model which assigns data items to one of several distinct categories. This machine leaning method is capable of processing large amount of data. It can be used to predict categorical class labels and classifies data based on training examples. Given these constraints on the weak learners, AdaBoost provides a framework to combine these weak learners to obtain a final classifier whose accuracy is significantly higher than the accuracy of any single model, the weak learners.

In each iteration, AdaBoost attempts to improve upon its errors for particular examples in the training set by minimizing the errors for those in the previous model. In each iteration, the weak learners place higher weights on training examples that have been particularly difficult, allowing it to focus on all of the data, rather than ignoring a subset.

The pseudo-code of the AdaBoost learning algorithm:

Let us assume we have $N$ training examples $\{ (x_1, y_1), (x_2, y_2) \ldots (x_i, y_i) \ldots (x_N, y_N) \}$ where $xi$ represents the feature vector for the ith training example and $yi$ represents the corresponding label (0 or 1). Let us also initialize a set of weights, $wi$, over the set of training examples to be $1/N$, equal for each training example initially.

For each iteration $t$ until $T$:

Step 1: learn a weak classifier ($ht$) with current set of weights $wi$

Step 2: compute the training error ($\epsilon t$) of the classifier $ht$

Step 3: define $\alpha t = 0.5\ln(1-\epsilon t)/\epsilon t$

Step 4: increase the weights on the misclassified examples by a factor of $e^{\alpha t}$ and renormalize the weights $wi$

During each iteration, the set of weights ($wi$) are adjusted in such a way that in the next iteration there is more emphasis on mis-classified examples in the previous round. This ensures that complementary features (rules) are picked during the different rounds of AdaBoost. As a result, AdaBoost’s key benefit is that it can create a non-linear decision boundary for the classification problem at hand by combining the decision boundaries of these weak learners from different iterations.

The final AdaBoost classifier is then given by $H(x) = \Sigma \alpha t \cdot ht(x)$ where $ht(x)$ is the decision of the $t$th weak classifier and $\alpha t$ is the corresponding weight given to that decision in the final classifier. If the weak learners ($ht s$) are decision trees, then you can intuitively imagine the final classifier as a way to combine multiple rules with a certain weight ($\alpha t$) for each of the rules [14].

IV. ADAPTIVE BOOSTING

AdaBoost is a popular ensemble classifier that combines the output of several weak learners to obtain a strong classifier. The weak learners could be any other classifier, such as a decision stump, decision tree, logistic regression, SVM, etc. There are two requirements placed upon the weak learners:

a) The accuracy of these weak learners should at least be better than random guessing for arbitrary, unknown distributions of the training data. For instance, in a binary classification problem, the training data accuracy of the weak learner (which is the percentage of correctly classified examples) should be strictly greater than 0.5.

b) The weak learner should be able to handle weighted training examples. Given these constraints on the weak learners, AdaBoost provides a framework to combine these weak learners to obtain a final classifier whose accuracy is significantly higher than the accuracy of any single model, the weak learners.

The Classification process involves following steps [13]:

a) Create training data set.

b) Identify class attribute and classes.

c) Identify useful attributes for classification (Relevance analysis).

d) Learn a model using training examples in Training set.

e) Use the model to classify the unknown data samples.
V. METHODOLOGY

The purpose of the enhanced algorithm is to predict whether a product will be sold or not considering the season and discount variables. As shown in Fig. 1, the sales and inventory data or the dataset is converted from string data into zero-based integer form for more efficient processing and then stored into machine memory as a matrix. The last part or output of the program shows the classification model used to make a sales prediction for a particular product (item) based on whether it is summer or rainy season, and when it is discounted, in promo or in regular price. The outcome to be predicted has only two values, yes or no.

VI. PROGRAM STRUCTURE

Fig. 2 shows the Main method, which begins by setting up hardcoded strings for the fields or features. Then it reads off the values for these features from a locally attached database file. This composes the training data that will be used in the entire program.

The method RawTrainToInt as illustrated in Fig. 3, converts the training data in string form to zero-based integers and stores those integers into an int[][] matrix named train. RawTrainToInt calls a helper method named ValueToInt.

The train matrix has the dependent variable values (Result) stored in the last column. For the purpose of this sample program, the entire training data set into is stored and accessed from machine memory for faster processing.

The program then determines the weak learners presented in Fig. 4 using method MakeLearners and a program-defined class Learner. This class contains six fields namely feature, value, predicted, error, epsilon and alpha. The feature field holds an integer that indicates which independent variable is the key to the learner. The value field holds an integer that indicates the value of the feature. The predicted field holds an integer that indicates whether the actual category for the feature is Yes or No. The error field is type double and is the raw error rate associated with the weak learner on the training data. The epsilon field is a weighted error term. The epsilon for a weak learner is an error term that takes into account the internal D weights assigned to each training item. The epsilon values are used by the adaptive boosting algorithm to compute the alpha weights. To summarize, there are two sets of weights used in adaptive boosting classification. The alpha weights assign an importance to each weak learner and are used to determine an overall prediction. An epsilon error is an internal error associated with a weak learner that’s used to compute the alpha weights. Each training tuple has an internal weight (given the name D in adaptive boosting literature) that’s used to compute the epsilon errors.

After the weak learners have been created, the program calls method MakeModel. This method is the heart of this adaptive boosting algorithm. The net result is a sorted List as indicated in Fig. 5, named bestLearners, of the indexes of the learners that were assigned alpha values.

The Main method then predicts the outcome through the method called Classify which is shown on Figure 6 below. This takes input from the text fields in the form which is associated for each of the features created at the beginning of the program.

Finally, the main program finishes with collating the outputs, composed by the final result along with the list and matrices generated throughout the program. These outputs are then printed into the form as the program exits. The sample program result is illustrated in Fig. 7.
An important enhancement on the AdaBoost algorithm presented in this paper is dealing with data that has numeric values. For example, suppose that the values for the discount feature, instead of being categorical “Regular,” “Discounted,” and “Promotion,” were numeric, such as 1.5, 3.0, and 9.5. One of the major advantages of adaptive boosting classification compared with some other classification techniques is that adaptive boosting can easily handle both categorical and numeric data directly. You could create a dedicated learner class that has a friendly description similar to “if Discount is less than or equal to 5.5 then Result is Not Sold,” or a more-complex learner along the lines of “if Discount is between 4.0 and 6.0 then Result is Sold.” Adaptive boosting classification is best used when the dependent variable to be predicted has just two possible values. However, advanced forms of adaptive boosting can deal with multinomial classification.

VIII. RECOMMENDATION

Predictive analytics is very important in business operations and decision-making processes. The results of this research can be further used in developing Decision Support System (DSS) for Sales and Inventory Management. Tech-savvy retailers are looking towards predictive analytics to unleash the power data. Access to the right data mining and predictive analytics solutions can help a business take insightful decisions in today’s volatile economic climate. Businesses use predictive analytics to set the bar in customer retention, inventory optimization and low-cost promotions which drive increases in profitability and market share.
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