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Abstract—The goal of this research is to analyse the different 

results that can be achieved using Support Vector Machines to 

forecast the weekly change movement of the different simulated 

markets. The data cover 3000 daily close for each simulated 

market. The main characteristic of these markets are: high 

volatility, bearish movement, bullish movement and low 

volatility. The inputs of the SVM are the Relative Strength 

Index (RSI) and the Moving Average Convergence Divergence 

(MACD). SVM-KM is used by Matlab in order to design the 

algorithm. The outputs of the SVM are the degree of set 

membership and the market movement (bullish or bearish). 

The configuration for the SVM shows that results are better in 

high volatility markets or low volatility markets than trend 

markets. 

 
Index Terms—Support vector machines, quantitative 

trading, stock market models, technical analysis. 

 

I. INTRODUCTION 

Different market situations such us high volatility, low 

volatility, bullish movements and bearish movements are 

shown in this paper. The SVM helps to investor in the 

quantitative decision making choosing a weekly forecast 

(bullish or bearish). We analyse in which market situation the 

SVM can achieve the best results. 

The rest of the paper is structured as follows. Section II, 

the literature review of SVM is presented. Section III 

explains the design of the trading rule. The results are shown 

in section IV. Finally section V provides some concluding 

remarks. 

 

II. LITERATURE REVIEW OF SVM 

A resume of the state of the art that is presented in [1] is 

described below. 

SVMs were originally developed by [2]. For a detailed 

introduction to the subject, [3] and [4] are recommended. 

The biggest difference between SVMs and other 

traditional methods of learning is that SVMs do not focus on 

an optimisation protocol that makes few errors like other 

techniques. Traditionally, most learning algorithms have 
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focused on minimising errors generated by the model. They 

are based on what is called the principle of Empirical Risk 

Minimization (ERM). The goal of SVM is different. It does 

not seek to reduce the empirical risk of making just a few 

mistakes, but pretends to build reliable models. This principle 

is called Structural Risk Minimization. The SVM searches a 

structural model that has little risk of making mistakes with 

future data. 

The main idea of SVMs is to construct a hyperplane as the 

decision surface so that the margin of separation between 

positive and negative examples is maximised [5]; it is called 

the Optimum Separation Hyperplane (OSH), as shown in Fig. 

1. 

 

 
Fig. 1. An example of how a kernel function works. 

 

The SVMs can be used in two different ways: 

classification or regression. 

At the beginning of twentieth century, investors start to use 

SVMs in stock markets. The most relevant researches are 

shown below. 

In 2001, [6] compare SVMs with other techniques such us 

back-propagation neural networks. Two applications for 

financial series prediction with SVMs were developed in 

2003 [7], SVMs are applied to the problem of forecasting 

several futures contracts from the Chicago Mercantile Market 

showing the superiority of SVMs over back-propagation and 

regularised Radial Basis Function Neural Networks; in [8], 

SVMs are used to predict the direction of change in the daily 

Korean composite stock index and they are benchmarked 

against back-propagation neural networks and Case Base 

Reasoning. The experimental results show that SVMs 

outperform the other methods and that they should be 

considered as a promising methodology for financial 

time-series forecasting. In [9], a SVM Classifier is ised to 

predict the directional movement of the Nikkei225 index 
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with extremely promising results. In this study, we apply 

SVM in the classification way. 

 

III. TRADING RULE 

The design of the trading rule is presented in this section. 

A. Simulated Markets 

The simulated markets are 4 in this experiment. An 

especially characteristic has been chosen in order to 

differentiate each series. We want to analyse how SVM help 

to investors in bullish trend (Fig. 2), bearish trend (Fig. 3), 

high volatility (Fig. 4) and low volatility (Fig. 5). 

 

 
Fig. 2. Bullish trend. 

 

 
Fig. 3. Bearish trend. 

 

 
Fig. 4. High volatility. 

 

 
Fig. 5. Low volatility. 

B. Inputs 

The inputs of the SVM are the quantitative analysis 

indicators RSI and MACD. In [10] it is explained that RSI 

gets good profits in blue chips and Momentum indicator gets 

good profits in Small Caps, MACD and Stochastic indicators 

have been analysed over the Spanish Continuous Market too. 

 Relative Strength Index (RSI) 

It was designed by [11]. A brief explanation of this 

indicator is shown below in equation 1. If more details are 

needed it can be seen in [11]. 

The RSI is an oscillator that shows the strength or speed of 

the asset price by means of the comparison of the individual 

upward or downward movements of the consecutive closing 

prices. 

For each day, an upward change (U) or downward change 

(D) is calculated. “Up days” are characterised by the daily 

close St being higher than the close of previous day St-1 (Ut 

= St – St-1, Dt = 0). 

“Down days” are characterised by the daily close being 

lower than the close of the previous day (Ut = 0, Dt = St-1 – 

St). 

The average Ut and Dt are calculated using an n-period 

exponential moving average (EMAn).  

Relative Strength Index at time t (RSIt) is the following 

ratio between 0 and 100:  

EMA
RSI 100

EMA EMA




U

n
t U D

n n

                  (1) 

 

where RSIt is the Relative Strength Index at time t. 

The 14-day RSI, a popular length of time utilized by 

traders, is also applied in this study. The RSI ranges from 0 to 

100 however the range has been normalized between -1 and 

+1 in order to place it in the SVM. 

 Moving Average Convergence Divergence (MACD) 

The MACD is designed mainly to identify trend changes. 

It is constructed based on moving averages and is calculated 

by subtracting a longer exponential moving average (EMA) 

from a shorter EMA. The MACD is shown in equation 2:  

MACD( ) EMA ( ) EMA ( ) k dn i - i             (2) 

where:  

EMA ( ) (1 ) EMA ( 1) n i ni = α×S α × i -  

n


1

2


 

being n the number of days in the exponential average, and Si 

is the asset price on it day. 

In this article, k=12 and d=26 day EMA’s are selected, 

which are commonly used time spans in order to calculate 

MACD [12]. 

The range of MACD has been normalised between -1 and 

+1 in order to use it in the SVM. 

C. Design of Trading Rule 

The inputs of the SVM are RSI and MACD. The outputs of 

the SVM are hte movement of the market and the degree of 

set membership. 

The trading rule is generated by the SVM Classifier 
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(SVMC). We explain the design of the trading rule below. 

First, the SVM analyses the inputs classified in buy 

situations or sell situations. 

Second, the SVM tries to separate the different prices of 

the simulated markets in two classes: buying and selling 

situation, with the inputs mentioned earlier. 

Third, the SVM uses the kernel function Heavy Tailed 

Radial Basis Function and the C parameter value is 10 in 

order to make the forecasting. 

Fourth, the hit ratio is calculated for the different testing 

periods. 

Finally, given a value of the RSI, MACD, the SVMC 

predicts the upward or downward movement for the 

following week and the intensity of that movement. 

D. The Outputs of the SVM 

The outputs of the SVM are the market movement (bullish 

or bearish), and the degree of set membership. 

 

IV. RESULTS 

 

 
Fig. 6. Bullish trend results. 

 

 
Fig. 7. Bearish trend reults. 

 

 
Fig. 8. High volatility results. 

 
Fig. 9. Low volatility results. 

 

We present the four charts (see Fig. 6, Fig. 7, Fig. 8, Fig. 9) 

which are created by the SVM results. The charts show the 

achieved points by the trading rule in each simulated market. 

 

V. CONCLUSIONS 

As it is shown in results section, this trading strategy or 

parameters SVM configuration achieve better results in high 

volatility markets or low volatility markets than trend 

markets. 
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